At National Online Safety, we believe in empowering parents, carers and trusted adults with the information to hold an informed conversation about online safety with their children, should they

feel itis needed. This guide focuses on one of many apps which we believe trusted adults should be aware of. Please visit www.nationalonlinesafety.com for further guides, hints and tips for adults.
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CONNECTING
WITH STRANGERS

Even if your child only connects with
Feople they know, they may still get
riend requests from strangers. The
Quick Add option lets users befriend
people the app recommends - but
these ‘friends’ are merely a username,
which could have anyone behind it.
Accepting such requests reveals
children’s personal information
through the Story, ShapMap and
Spotlight features, potentially putting
them at risk from predators.

EXCESSINE USE

Snapchat works hard on user
engagement, with features like
streaks (messaging the same
ﬁerson every day to build up a

igh score). Spotlight Challenges
tempt users into spending time
producing content in search of
cash prizes and online fame, while
it’s easy for children to pass hours
watching Spotlight’s endless scroll of
videos.

INAPPROPRIATE CONTENT

Some videos and posts on Shapchat
aren't suitable for children. The

hashtags used to group content are
determined by the poster, so even an
innocent search term could still yield
nge—inqppropriate results. The app’s
‘disappearing messages’ feature also
makes it easy for young people e |
(teens in particular) to share &
explicitimages on impulse — so '&’
sexting continues to be a risk A&\

associated with Snapchat. /-) <
~4

~
~

&

Meet Our Expert

Dr Claire Sutherland is an online safety consultant, educator and
researcher who has developed and implemented anti-bullying
and cyber safety policies for schools. She has written various
academic papers and carried out research for the Australian
government comparing internet use and sexting behaviour of
young people in the UK, USA and Australia.
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ARTIFICIAL
INTELLIGENCE

MK Al is Snapchat’s new chatbot,
which replies to questions in a
human-like manner. However, the
software is still in its infancy and has
significant drawbacks, such as biased,
incorrect or misleading responses.
There have already been numerous
reports of young users turning to Al for
medical help and diagnoses, which
could be inaccurate and therefore
potentially dangerous.

ONLINE PRESSURES

Although many of Snapchat’s filters
are designed to entertain or amuse,
the ‘beautify’ effects on photos can set
unrealistic body-image expectations -
creating feelings of inadequacy if a
young person compares themselves
unfavourably with other users.
Sna?chat now also has ‘priority’
notifications (which still get displayed
even if a device is in ‘do not disturb’
mode), increasing the pressure on
users to log back in and interact.

VISIBLE LOCATION

Snap Map highlights a device's
exact position on a virtual map
which is visible to other users. There
are options to restrict who can see
this informatjon: all friends, ong/ you
(Ghost Mode) or selected friends.
Snapchat also has real-time location
sharing, which is intended as a buddy
system to ensure friends have reached
home safely — but which could also be
used to track a young person for more
sinister reasons.
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